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Abstract—The Bahnar people are an indigenous 
ethnic minority living in Vietnam. Research on them 
is still in its infancy and is quite limited due to the 
lack of information and available data, particularly 
about their language. Therefore, this study was 
conducted to find an effective solution in accessing 
Bahnar language to digitize paper-to-electronic 
documents from images or scans. Currently, this 
research focuses on an approach to  applying 
Optical Character Recognition (OCR) technology 
for recognizing characters in images and then using 
heuristics for post-processing to enhance and 
improve accuracy. 
 

Index Terms—Bahnar language, OCR, text 
recognition, language modeling, heuristic 
 

1​ INTRODUCTION 
According to a report by the General Statistics 

Office of Vietnam in 2019, the population of 
Bahnar is 286.910 people, accounting for about 
3% of the total population of the country [1]. In 
the context of modern life, preserving and 
promoting the cultural identity of ethnic 
minorities is an urgent task. The rich 
morphological nature of Bahnar but few data 
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resources make language modeling and spelling 
correction a difficult task. For Bahnar language, 
correcting spelling errors is a prerequisite because 
most data sources are from raw text that is noisy 
and has many typos. Therefore, digitizing those 
unprocessed texts is crucial and required in order 
to produce some of the first data sets pertaining to 
Bahnar language. This is a necessary background 
to have more deep research about this 
low-resource language, which is our research 
target. 

1.1​ Motivation 
The goal of this study is to create more corpus 

repositories using Bahnar language data sources. 
These repositories will be used for data analysis, 
automatic error correction, and the creation and 
training of language models. Utilize the gathered 
data set to analyze the affecting variables and 
choose the best deep learning techniques in order 
to achieve high accuracy for the mistake repair 
support and language model building system. 
From there, the language model and automatic 
error correction for Bahnar language are provided 
at the character level. 

We attempt to integrate contemporary scientific 
advances with Bahnar language processing. It is 
therefore feasible to understand the language 
model of Bahnar and be able to enter words, 
sentences or paragraphs for automatic error 
correction assistance. This may aid in preserving 
the languages and writing systems of ethnic 
minorities. 

1.2​ Challenges 
The trend of integration is giving rise to the risk 

of decline in the mother tongue of many ethnic 
minorities. The preservation and promotion of 
ethnic minority languages and scripts is essential 
to preserve cultural identities and realize equal 
rights among ethnic groups [2]. Some ethnic 
minority languages such as Bahnar have not been 
studied much. In order to achieve the goal to 
preserve and promote ethnic minority languages 
and scripts in order to preserve their cultural 
identity, it is urgent to restore writing for ethnic 
minority languages. 

In recent years, machine learning (ML)/deep 
learning (DL) techniques have made great 
progress and resulted in extremely good 
performance. However, these methods are only 
extensively researched for languages with high 
levels of resources, which makes it impossible to 
apply on low-resource languages. This is a 
tremendous challenge for researchers and 
communities to solve on the path to applying 
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natural language processing (NLP) techniques on  
ethnic minority languages. 

Additionally, reading and processing data in 
tabular form is crucial for Bahnar language 
processing at the lexical level, since this is how 
most dictionary data is often written (usually 1 
key column is the keyword and 1 value column is 
its meaning). Dealing with tabular data proved to 
be a significant obstacle for us as we worked on 
this study. Tables are used to deliver important 
information to the reader in a systematic manner, 
making table detection a critical step in many 
document analysis applications. Due to the many 
table layouts and encodings, it is a challenging 
problem [3]. 

1.3​ Quick discussion about methods to handle 
the problem 

Because all the tables that appear in the dataset 
have separators, we approach the table extraction 
problem with traditional image processing using 
OpenCV. More specifically, based on the 
characteristics of the vertical and horizontal edges 
of the table to calculate and find the contours 
containing the cells of the table. 

Regarding the solution, we will determine the 
line equation of the horizontal and vertical edges, 
then calculate the coordinates of the intersection 
of these lines to find the coordinates of the 4 
corners of the table and cells. 

After the cells are identified, the next work 
involves text recognition problems using 
cell-by-cell OCR. 

Finally, with the detected character string, we 
perform an additional post-processing step to 
improve accuracy. 

1.4​ Contribution 
The contribution of our paper is the 

introduction of an approach to applying OCR 
techniques and heuristic procedure on Bahnar 
language - a low-resource language, and our 
experiments on this language is a valuable 
demonstration for further research on other 
undeveloped languages, especially minority 
languages.  

Besides, with the results of our work, we can 
digitize documents in Bahnar language to provide 
the community with some first datasets for this 
language, which may shed light on various related 
research in the future.  

 

2​ RELATED WORKS 
For a long time, numerous methods to identify 

and fix errors have been offered in work that deals 
with texts extracted using OCR. 

The majority of current work on OCR 
post-processing was completed as part of contests 
held in 2017 and 2019 by ICDAR (International 
Conference on Document Analysis and 
Recognition). The competitions comprise of two 
tasks, error detection and error correction, with 
evaluation sets for English and French language. 
During these two competitions, the majority of the 
participating teams used machine learning 
(ML)/deep learning (DL) approaches [4][5][6][7] 
which resulted in extremely good performance. 
However, those approaches are just well-studied 
for high-resource languages, which makes it 
impossible to apply on Bahnar language - a 
lower-resourced language.  

Fortunately, it is encouraging that there were 
also simpler, dictionary-based approaches among 
the good performers, achieving e.g. a 13% 
character error rate (CER) reduction for English 
monographs and a 23% CER reduction for French 
monographs (with relatively low initial CERs of 
1-4%). Besides, spelling correction is used in 
traditional statistical and/or rule-based methods to 
increase word accuracy from 80% to 90%, 
producing one-digit word error rate (WER) 
[8][9][10]. This type of results inspired us to 
pursue an approach along the same lines that is a 
combination between dictionary-based and 
statistical and/or rule-based approaches - a 
heuristic method for post-processing. 

Another challenge occuring in the process of 
text extraction is table detection. Since documents 
normally contain a variety of table-based 
information with variations in appearance and 
layouts, an automatic table information extraction 
method is necessary to recognize characters in 
tables’ cells.  

There have been several prior works on 
identifying and extracting the tabular data inside a 
document. Before the development of deep 
learning, most table detection research relied on 
heuristics or metadata. TINTIN [11] used 
structural data to locate tables and the fields that 
make them up. T. Kasar et al. [12] employed an 
SVM classifier to determine whether or not an 
image region was a table region by identifying 
crossing horizontal and vertical lines as well as 
low-level features. Coinciding with the rise of 
Deep Learning and object detection, Azka Gilani 
et al. [3] was the first to suggest a Deep 
learning-based technique for table detection by 
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utilizing a faster R-CNN based model. They also 
introduced distance-based augmentation to detect 
tables in an effort to increase model accuracy. 

 

3​ DATA PREPROCESSING 

3.1​ Image cropping 
Since our dataset is a scanned copy of Bahnar 

Dialect Dictionary [13], there are several outliers 
existing in the images. Most of them appear in the 
images because we used a smartphone to scan 
Bahnar Dialect Dictionary whose camera cannot 
focus on a single page of the dictionary, which 
makes the images include some superfluous parts. 

Therefore, before applying OCR, we need to 
crop the images to remove unnecessary parts and 
get the best possible data for the next steps. Three 
samples of original images and the results after 
cropping them are demonstrated in Figure 1 and 
Figure 2. 

 

 
 

Fig. 1. Original images of Bahnar Dialect 
Dictionary. 

 

 
 

Fig. 2. Cropped Images. 

3.2​ Binary image transforming 
In our approach, we convert the image into its 

binary form. To do this, we need a threshold to 
divide two values for each input pixel as 0 or 1. If 
the pixel value is smaller than the threshold, it is 
set to 0, otherwise it is set to a maximum value. 
Normally, in a global threshold, we often use an 
arbitrarily chosen value as the threshold. To avoid 
this selection, we use the Otsu method to be able 

to determine the threshold price automatically. 
Consider a bimodal image, which has just two 
different image values and its histogram with just 
two peaks. Between those two numbers would be 
a reasonable threshold. Similar to this, Otsu's 
approach uses the image histogram to estimate the 
ideal global threshold value [14].  

Otsu's algorithm tries to find a threshold value 
 which minimizes the weighted within-class (𝑡)

(background and foreground) variance given by 
the relation: 

 σ2(𝑡) = ω
𝑏𝑔

(𝑡)σ
𝑏𝑔
2 (𝑡) + ω

𝑓𝑔
(𝑡)σ

𝑓𝑔
2 (𝑡)

where  and  represents the ω
𝑏𝑔

(𝑡) ω
𝑓𝑔

(𝑡)
probability of the number of pixels for each class 
at threshold  and  represents the variance of 𝑡 σ2

color values. The algorithm repeatedly looks for 
the threshold that reduces the within-class 
variance, which is determined by a weighted sum 
of the variances of the two classes. 

If we denote  be the total count of pixel in 𝑃
𝑎𝑙𝑙

an image,  be the count of background 𝑃
𝐵𝐺

(𝑡)

pixels at threshold ,  be the count of 𝑡 𝑃
𝐹𝐺

(𝑡)

foreground pixels at threshold . So the weight are 𝑡
given by:  

 ω
𝑏𝑔

(𝑡) =
𝑃

𝐵𝐺
(𝑡)

𝑃
𝑎𝑙𝑙

 ω
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(𝑡) =
𝑃

𝐹𝐺
(𝑡)

𝑃
𝑎𝑙𝑙

The variance  can be determined by using σ2

this equation: 

 σ2(𝑡) = 𝑖=1

𝑡

∑ (𝑥
𝑖
−𝑥)2

𝑁−1
where  is the value of pixel at  in the group 𝑥

𝑖
𝑖

(background or foreground),   is the means of 𝑥
pixel values in the group,  is the number of 𝑁
pixels. 

3.3​ Edge detecting 

3.3.1​ Lines detecting 

First, after obtaining the binary image in the 
previous step, we can determine the horizontal 
edges and vertical edges using a simple function 
cv2.getStructuringElement(). Then erode and 
dilate these segments, we get more reasonable 
edges. 

The method we use here is based on [15] that 
uses HoughLinesP with OpenCV in Python. 
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After there are patchwork lines that create 
horizontal edges, grouping these edges into main 
edges, we will get the necessary edge lines. 

3.3.2​ Image rotating 
Due to the fact that scanned images may be 

skewed, which affects the detection of lines and 
cells in the next step images or pdf file. We need 
to straighten the image based on the vertical edge 
of the table if it exists. Fortunately, based on the 
data set, we can see that the vertical edges of the 
table are all parallel. Therefore, table rotation can 
be performed using the first vertical edge. A 
vertical edge has coordinates  (𝑥

1
, 𝑦

1
, 𝑥

2
, 𝑦

2
)

where  and  are the coordinates of (𝑥
1
, 𝑦

1
) (𝑥

2
, 𝑦

2
)

2 points creating that line, respectively. 
Having known the coordinate of 2 points of the 

line, we can calculate the angle between that 
vertical edge and -axis using this formula: 𝑌

 α= 𝑎𝑟𝑐𝑡𝑎𝑛
𝑥

1
−𝑥

2

𝑦
1
−𝑦

2

Then we can easily straighten the image by 
rotating it by an angle  using library cv2. − α

3.3.3​ Cell table detecting 
Once we straighten the image, we detect the list 

of the vertical and horizontal edges of the table 
again.  

Then we will find intersect points of lines and 
from there find the cells. And the way we use that 
is to use a system of 2 hidden equations to 
determine the intersection of these vertical and 
horizontal edges to give the position (specifically 
the 4-corner coordinates) of the table and cells. 

By taking care of the terminal values to find the 
equation of the line, this method can 
automatically fill in areas where the edges are 
broken or too blurred. In addition, cells can also 
be guaranteed 99.99% will be fully captured, not 
missed and automatically sorted from top to 
bottom, left to right.  

Suppose we have 2 line segments, respectively 
 and . Where ,  is the 𝐴(𝑎

1
, 𝑎

2
) 𝐵(𝑏

1
, 𝑏

2
) 𝑎

1
𝑎

2
coordinates of the 2 termination points of line  𝐴
and the same for line . 𝐵

Direction vector of line :  𝐴
  𝑛

𝑎
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2
− 𝑎
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1
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2
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Normal vector of line :  𝐴 𝑢
𝑎

= (− 𝑥
2
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2
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The interaction point is calculated by using this 

equation: 

 (
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𝑝
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𝑎
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𝑏
). 𝑛

𝑝
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Having calculated all the intersections of the 
lines, we have a list of the coordinates of this 
intersection. The next issue is figuring out which 
four points will make up a cell. To solve this, one 
logic that we apply to find the 4 corners of a cell 
is spreading points. For each point ( , ) in the 𝑥

0
𝑦

0
list, we proceed to search for the intersection on 
the right that is closest to it ( , ) and the 𝑥

1
𝑦

0
intersection below it closest to it ( , ). We only 𝑥

0
𝑦

1
need to check if the point ( , ) exists in the list 𝑥

1
𝑦

1
of points or not. If it exists, then we can determine 
the 4 corners of the cell, otherwise, we skip and 
consider the next intersection. The method for 
locating a cell's four corners is shown in Figure 3. 

 

 
 

Fig. 3. Steps to spread points to find 4 corners 
of a cell. 

3.3.4​ Non-table detecting 
In our dataset, the table appears in the image on 

a single line with no text to the left or right. 
Therefore, we simply use the cv2 function to 

whiten the area between the two horizontal lines 
to remove the part of the image containing the 
table. From the coordinates of the top horizontal 
line and the bottom horizontal line, we can crop to 
have two images of the upper table and the below 
table, which are the inputs for the OCR model. 

 

4​ HEURISTICS FOR POST-PROCESSING 
In order to increase the accuracy, we process 

the output of the OCR model with the probability 
method.  

We start by creating a Bahnar vocabulary 
dataset, which needs to be accurate, structured, 
and syntactically correct. Periods, commas, 
dashes, occipitals, colons, round brackets, and 
quotes will be ignored and replaced with spaces 
during preprocessing.  Phrases will be broken up 
into individual words, and if a word only has one 
character, it will be deleted. However, one-letter 
words containing accent will be treated as two 
characters, for example, ‘c̆’ will be treated as a 
word that contains two characters. For some more 
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special cases, such as ‘ ê̆’, ‘ô̆’, ‘Ê̆’ or ‘Ô̆’, they 
will be counted as three characters. Then, the 
dataset will be updated with the newly created 
valid terms. 

The next step is to create a Bahnar dictionary 
from the vocabulary dataset. This dictionary is 
created by dividing each word in the dataset into 
2, 3, and 4 character clusters. These clusters then 
come together to produce a new word, which is 
combined with the length of the word to enter into 
a dictionary to determine how many times it has 
been used. 

Afterward, we use two loops to check. The first 
loop is to determine the starting point and the 
second is to determine the number of substring 
characters from that point. We do some general 
case corrections in the first loop, such as changing 
“]”  to “l”, “Ö” and “š” (which do not exist in 
Bahnar alphabet) to “C̆” and “c̆”, respectively. For 
each of those substrings, if they are not in the list 
of occurrences or have fewer occurrences than the 
threshold (default is 5), the error will be corrected. 

Words that are included in the need to be 
replaced will be replaced according to the phrases 
with the highest probability (the highest 
frequency) and with the priority level from 4 
characters decreasing to 2 characters. 

 

5​ EXPERIMENTAL RESULTS 

5.1​ Dataset 
In this section, we will describe our dataset for 

Bahnar language, named Bahnar Dialect 
Dictionary. The dictionary is published by Gia Lai 
Department of Education and Training which is a 
good resource to learn and research into Bahnar 
language. This dataset contains 115 images and it 
includes table and non-table structures that hold a 
large number of words in both Bahnar language 
and Vietnamese. Therefore, using only normal 
OCR techniques is not enough to recognize 
special characters appearing in Bahnar language 
including “ƀ”, “c̆”, “ĕ”, “ê̆”, “ĭ”, “ñ”, “ŏ”,“ô̆”, “ơ̆”, 
“ŭ”, “ư̆”, “Ƀ”, “C̆”, “Ĕ”, “Ê̆”, “Ĭ”, “Ñ”, “Ŏ”, “Ô̆”, 
“Ơ̆”, “Ŭ”, “Ư̆”. This has motivated us to use 
heuristic to improve the results of OCR. Besides, 
since there are several outliers and anomalies 
existing in the images, it is also crucial to perform 
data preprocessing on the dataset before working 
on it.  

5.2​ Tesseract 
To apply OCR on our dataset, we used 

Tesseract - an optical character recognition engine 
with open-source code, this is the most popular 
and qualitative OCR-library up to now [16].  

The main role of Tesseract in our pipeline is to 
recognize characters in the table and non-table 
structures of the images. However, it needs 
traineddata files which support Legacy and LSTM 
engines. Unfortunately, these traineddata files 
currently limit themselves to only high-resource 
languages such as French, English, Bulgarian, 
Vietnamese, etc. Therefore, Tesseract is unable to 
recognize special characters of minority 
languages, which motivated us to use heuristics 
for post-processing [17].  

There are 14 Page Segmentation Modes 
(PSMs) in Tesseract. We have experimented with 
all of them to find out an appropriate PSM for our 
dataset which can significantly improve  the 
accuracy of the OCR. PSM 6 turns out to be the 
best mode for our case. PSM 6 performs well 
when OCRing pages of simple books (e.g., a 
paperback novel) that follows a simplistic page 
structure and a single, consistent font throughout 
their pages. This has led to the configuration of ‘-l 
vie+en --oem 1 --psm 6’ in our implementation.  
5.3​ Experiment with language modelling 

Additionally, we have conducted experiments 
on using language modeling to post-process the 
results of OCR. The model that we used was 
specifically developed for Bahnar language [18] 
which employs both Character Left to Right 
(L2R) Model and Character Right to Left (R2L) 
Model.     

However, we found that this language model 
produced subpar outcomes. Further investigation 
led us to the conclusion that this model's poor 
performance was mostly caused by the 
low-resource data used for its training, which 
inspired us to implement heuristics in our 
pipeline. 

Figure 4 displays two examples of input images 
and Figure 5 illustrates the results after applying 
the language model on their OCR outputs.  
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Fig. 4. Input image of page 5 and 6 

respectively. 
 

 
Fig. 5. OCR output of page 5 and 6 after 
applying language modeling respectively. 

5.4​ Pipeline 
We create a pipeline as shown in Figure 6 to 

experiment with our dataset. 
 

 
 

Fig. 6. An overall architecture of our approach 
that extracts text from digital images or scans 

for Bahnar language. 
 

Figure 6 demonstrates the pipeline we used for 
extracting text from digital images or scans. First 
of all, we convert pdf scans to images, then crop 
them to have raw inputs. Then raw images will be 
preprocessed to eliminate outlier pixels as well as 
increase contrast between text and background 
image. Next, we erode, dilate, then houghline 

preprocessed images to find horizontal and 
vertical lines, which are necessary for detecting 
table cells and non-table parts, in more details are 
the upper and below the table. After OCR, text 
will be post-processing using heuristic, then all 
extracted texts from cells and outside the table 
will be formatted based on table structure to get 
the final result. 
5.5​ Results 

We have obtained some satisfactory results 
from this approach which are shown in Figure 7. 
 
 
5.5.1​ Results before applying table detection  

 
 

Fig. 7. OCR result of page 5 and 6 before 
applying table detection respectively. 

 
We can observe that the OCR results on the 

cropped input are poor when there is no table 
detection. Particularly in the table part, the OCR 
result is found to be lacking and inconsistent with 
the input. 
5.5.2​ Result after applying table detection 

(without heuristic) 

 
 

Fig. 8. OCR result of page 5 and 6 after 
applying table detection. 

 
From results in the post-processing step 

(between Figure 7 and Figure 8), we are able to 
observe that the table extraction is better with the 
table structure being kept and text result 
consistent with the input. 
5.5.3​ Results after heuristic 
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Fig. 9. OCR result of page 5 and 6 after 
heuristic. 

 
We evaluate the results in the post-processing 

step (between Figure 8 and Figure 9) by randomly 
choosing 5 pages from our dataset to create a 
sample for comparison. There are a total of 969 
words from those pages. Prior to the heuristic, 
there were 706 correct words, which is fewer than 
the 768 correct words after applying the heuristic. 
 

 Before 
heuristic 

After 
heuristic 

Validation 
accuracy 0.7286 0.7926 

 
Tab. 1. Validation accuracy before and after 

applying heuristic.  
 

By observing Table 1, we can see with clarity 
that heuristic post-processing produced excellent 
results, increasing the accuracy from roughly 
72.86% to 79.26%. 

Table 2 illustrates some of the common cases 
that were corrected after applying heuristic for 
post-processing. 

 

Ground  
truth 

Before 
heuristic 

After 
heuristic 

kơkăc̆ kơkăš kơkăc̆ 

sŏk sốk sŏk 

kơc̆ơ̆ kơšđ kơc̆ơ̆ 

ƀôñ  bôñ ƀôñ  

phơ̆k phỡk phơ̆k 

tơxĭ tơxï tơxĭ 

hơtŭt hơtũt hơtŭt 

pơñan poñan pơñan 

pơđôr pođØr pơđôr 

Nơ̆r Nốr Nơ̆r 

 
Tab. 2. Common cases before and after 

applying heuristic.  
 

6​ CONCLUSION 
In this work, we have come up with an 

approach to Bahnar text processing and 
recognition from photos or scans. Our research 
opens up great potential in the application of 
modern techniques to the processing of minority 
languages belonging to ethnic minorities. In 
particular, this research focuses on ethnic 
minorities in Vietnam. The aim is to maintain and 
protect their language, and at the same time open 
up research approaches to their culture as well as 
their national identity. However, in order to 
accomplish this, a lot of work, time, and 
dedication must be put in to increase accuracy 
and, more crucially, to add support for additional 
languages, such as Rade, Sedang, etc.  

In the future, we will focus on improving our 
solution by extending the Bahnar vocabulary 
dictionary. Larger data sets will obviously lead to 
better heuristic results. Besides, we are also 
testing methods that use grammar rules instead of 
using probability. Furthermore, we will research 
and experiment modern language processing 
models to be able to process Bahnar at the 
syntactic level in the near future. Not only that, 
with the current promising results, the application 
of this solution to other languages of ethnic 
minorities is completely feasible and simple to 
implement. Therefore, we hope to be able to find 
a complete and highly applicable direction in 
practice in this field. 
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