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Abstract—The Bahnar people are an indigenous
ethnic minority living in Vietnam. Research on them
is still in its infancy and is quite limited due to the
lack of information and available data, particularly
about their language. Therefore, this study was
conducted to find an effective solution in accessing
Bahnar language to digitize paper-to-electronic
documents from images or scans. Currently, this
research focuses on an approach to applying
Optical Character Recognition (OCR) technology
for recognizing characters in images and then using
heuristics for post-processing to enhance and
improve accuracy.

Index Terms—Bahnar language, OCR, text
recognition, language modeling, heuristic

1 INTRODUCTION

According to a report by the General Statistics
Office of Vietnam in 2019, the population of
Bahnar is 286.910 people, accounting for about
3% of the total population of the country [1]. In
the context of modern life, preserving and
promoting the cultural identity of ethnic
minorities is an urgent task. The rich
morphological nature of Bahnar but few data
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resources make language modeling and spelling
correction a difficult task. For Bahnar language,
correcting spelling errors is a prerequisite because
most data sources are from raw text that is noisy
and has many typos. Therefore, digitizing those
unprocessed texts is crucial and required in order
to produce some of the first data sets pertaining to
Bahnar language. This is a necessary background
to have more deep research about this
low-resource language, which is our research
target.

1.1 Motivation

The goal of this study is to create more corpus
repositories using Bahnar language data sources.
These repositories will be used for data analysis,
automatic error correction, and the creation and
training of language models. Utilize the gathered
data set to analyze the affecting variables and
choose the best deep learning techniques in order
to achieve high accuracy for the mistake repair
support and language model building system.
From there, the language model and automatic
error correction for Bahnar language are provided
at the character level.

We attempt to integrate contemporary scientific
advances with Bahnar language processing. It is
therefore feasible to understand the language
model of Bahnar and be able to enter words,
sentences or paragraphs for automatic error
correction assistance. This may aid in preserving
the languages and writing systems of ethnic
minorities.

1.2 Challenges

The trend of integration is giving rise to the risk
of decline in the mother tongue of many ethnic
minorities. The preservation and promotion of
ethnic minority languages and scripts is essential
to preserve cultural identities and realize equal
rights among ethnic groups [2]. Some -ethnic
minority languages such as Bahnar have not been
studied much. In order to achieve the goal to
preserve and promote ethnic minority languages
and scripts in order to preserve their cultural
identity, it is urgent to restore writing for ethnic
minority languages.

In recent years, machine learning (ML)/deep
learning (DL) techniques have made great
progress and resulted in extremely good
performance. However, these methods are only
extensively researched for languages with high
levels of resources, which makes it impossible to
apply on low-resource languages. This is a
tremendous challenge for researchers and
communities to solve on the path to applying
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natural language processing (NLP) techniques on
ethnic minority languages.

Additionally, reading and processing data in
tabular form 1is crucial for Bahnar language
processing at the lexical level, since this is how
most dictionary data is often written (usually 1
key column is the keyword and 1 value column is
its meaning). Dealing with tabular data proved to
be a significant obstacle for us as we worked on
this study. Tables are used to deliver important
information to the reader in a systematic manner,
making table detection a critical step in many
document analysis applications. Due to the many
table layouts and encodings, it is a challenging
problem [3].

1.3 Quick discussion about methods to handle
the problem

Because all the tables that appear in the dataset
have separators, we approach the table extraction
problem with traditional image processing using
OpenCV. More specifically, based on the
characteristics of the vertical and horizontal edges
of the table to calculate and find the contours
containing the cells of the table.

Regarding the solution, we will determine the
line equation of the horizontal and vertical edges,
then calculate the coordinates of the intersection
of these lines to find the coordinates of the 4
corners of the table and cells.

After the cells are identified, the next work
involves text recognition problems using
cell-by-cell OCR.

Finally, with the detected character string, we
perform an additional post-processing step to
improve accuracy.

1.4 Contribution

The contribution of our paper is the
introduction of an approach to applying OCR
techniques and heuristic procedure on Bahnar
language - a low-resource language, and our
experiments on this language is a valuable
demonstration for further research on other
undeveloped languages, especially minority
languages.

Besides, with the results of our work, we can
digitize documents in Bahnar language to provide
the community with some first datasets for this
language, which may shed light on various related
research in the future.

2 RELATED WORKS

For a long time, numerous methods to identify

and fix errors have been offered in work that deals
with texts extracted using OCR.

The majority of current work on OCR
post-processing was completed as part of contests
held in 2017 and 2019 by ICDAR (International
Conference on Document Analysis and
Recognition). The competitions comprise of two
tasks, error detection and error correction, with
evaluation sets for English and French language.
During these two competitions, the majority of the
participating teams used machine learning
(ML)/deep learning (DL) approaches [4][5][6][7]
which resulted in extremely good performance.
However, those approaches are just well-studied
for high-resource languages, which makes it
impossible to apply on Bahnar language - a
lower-resourced language.

Fortunately, it is encouraging that there were
also simpler, dictionary-based approaches among
the good performers, achieving e.g. a 13%
character error rate (CER) reduction for English
monographs and a 23% CER reduction for French
monographs (with relatively low initial CERs of
1-4%). Besides, spelling correction is used in
traditional statistical and/or rule-based methods to
increase word accuracy from 80% to 90%,
producing one-digit word error rate (WER)
[81[9][10]. This type of results inspired us to
pursue an approach along the same lines that is a
combination between dictionary-based and
statistical and/or rule-based approaches - a
heuristic method for post-processing.

Another challenge occuring in the process of
text extraction is table detection. Since documents
normally contain a variety of table-based
information with variations in appearance and
layouts, an automatic table information extraction
method is necessary to recognize characters in
tables’ cells.

There have been several prior works on
identifying and extracting the tabular data inside a
document. Before the development of deep
learning, most table detection research relied on
heuristics or metadata. TINTIN [11] used
structural data to locate tables and the fields that
make them up. T. Kasar et al. [12] employed an
SVM classifier to determine whether or not an
image region was a table region by identifying
crossing horizontal and vertical lines as well as
low-level features. Coinciding with the rise of
Deep Learning and object detection, Azka Gilani
et al. [3] was the first to suggest a Deep
learning-based technique for table detection by
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utilizing a faster R-CNN based model. They also
introduced distance-based augmentation to detect
tables in an effort to increase model accuracy.

3 DATA PREPROCESSING

3.1  Image cropping

Since our dataset is a scanned copy of Bahnar
Dialect Dictionary [13], there are several outliers
existing in the images. Most of them appear in the
images because we used a smartphone to scan
Bahnar Dialect Dictionary whose camera cannot
focus on a single page of the dictionary, which
makes the images include some superfluous parts.

Therefore, before applying OCR, we need to
crop the images to remove unnecessary parts and
get the best possible data for the next steps. Three
samples of original images and the results after
cropping them are demonstrated in Figure 1 and
Figure 2.

Fig. 1. Original images of Bahnar Dialect
Dictionary.

Fig. 2. Cropped Images.

3.2 Binary image transforming

In our approach, we convert the image into its
binary form. To do this, we need a threshold to
divide two values for each input pixel as 0 or 1. If
the pixel value is smaller than the threshold, it is
set to 0, otherwise it is set to a maximum value.
Normally, in a global threshold, we often use an
arbitrarily chosen value as the threshold. To avoid
this selection, we use the Otsu method to be able

to determine the threshold price automatically.
Consider a bimodal image, which has just two
different image values and its histogram with just
two peaks. Between those two numbers would be
a reasonable threshold. Similar to this, Otsu's
approach uses the image histogram to estimate the
ideal global threshold value [14].

Otsu's algorithm tries to find a threshold value
(t) which minimizes the weighted within-class
(background and foreground) variance given by
the relation:

2 2 2
o(t) = mbg(t)obg(t) + u)fg(t)cfg(t)
where u)bg(t) and fg(t) represents  the

probability of the number of pixels for each class

at threshold ¢ and o represents the variance of
color values. The algorithm repeatedly looks for
the threshold that reduces the within-class
variance, which is determined by a weighted sum
of the variances of the two classes.

If we denote P be the total count of pixel in

an image, PBG(t) be the count of background
pixels at threshold ¢, PFG(t) be the count of

foreground pixels at threshold t. So the weight are
given by:

P (®
o (t) = =%
bg( ) L
P_(t)
t) = i
mfg( ) P

. 2 . .
The variance o can be determined by using
this equation:

IR
2 =
o () =—37
where X, is the value of pixel at i in the group

(background or foreground), X is the means of
pixel values in the group, N is the number of
pixels.

3.3 Edge detecting
3.3.1

First, after obtaining the binary image in the
previous step, we can determine the horizontal
edges and vertical edges using a simple function
cv2.getStructuringElement(). Then erode and
dilate these segments, we get more reasonable
edges.

The method we use here is based on [15] that
uses HoughLinesP with OpenCV in Python.

Lines detecting
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After there are patchwork lines that create
horizontal edges, grouping these edges into main
edges, we will get the necessary edge lines.

332

Due to the fact that scanned images may be
skewed, which affects the detection of lines and
cells in the next step images or pdf file. We need
to straighten the image based on the vertical edge
of the table if it exists. Fortunately, based on the
data set, we can see that the vertical edges of the
table are all parallel. Therefore, table rotation can
be performed using the first vertical edge. A
vertical edge has coordinates (x RENES yz)

Image rotating

where (xl, yl) and (xz, yz) are the coordinates of

2 points creating that line, respectively.

Having known the coordinate of 2 points of the
line, we can calculate the angle between that
vertical edge and Y-axis using this formula:

X —xz
Y17V,

Then we can easily straighten the image by

rotating it by an angle — o using library cv2.

3.3.3  Cell table detecting

Once we straighten the image, we detect the list
of the vertical and horizontal edges of the table
again.

Then we will find intersect points of lines and
from there find the cells. And the way we use that
is to use a system of 2 hidden equations to
determine the intersection of these vertical and
horizontal edges to give the position (specifically
the 4-corner coordinates) of the table and cells.

By taking care of the terminal values to find the
equation of the line, this method can
automatically fill in areas where the edges are
broken or too blurred. In addition, cells can also
be guaranteed 99.99% will be fully captured, not
missed and automatically sorted from top to
bottom, left to right.

Suppose we have 2 line segments, respectively
A(al, az) and B(b1' bz)' Where a, a, is the

coordinates of the 2 termination points of line A
and the same for line B.
Direction vector of line A:
n,=a,-a=(,x)

a= arctan

Normal vector of line A: u = (- X, X 1)

Direction vector of line B: n, = b2 - b1

Direction vector of linea b.:n =a — b
171 'p 1 1

The interaction point is calculated by using this
equation:

ua.n
(—Lua_nb ). n, +b 1

Having calculated all the intersections of the
lines, we have a list of the coordinates of this
intersection. The next issue is figuring out which
four points will make up a cell. To solve this, one
logic that we apply to find the 4 corners of a cell
is spreading points. For each point (x oY 0) in the

list, we proceed to search for the intersection on
the right that is closest to it (xl, yo) and the
intersection below it closest to it (xo, y 1). We only
need to check if the point (xl, yl) exists in the list

of points or not. If it exists, then we can determine
the 4 corners of the cell, otherwise, we skip and
consider the next intersection. The method for
locating a cell's four corners is shown in Figure 3.

CRPANCAA]

Fig. 3. Steps to spread points to find 4 corners
of a cell.

3.34

In our dataset, the table appears in the image on
a single line with no text to the left or right.

Therefore, we simply use the cv2 function to
whiten the area between the two horizontal lines
to remove the part of the image containing the
table. From the coordinates of the top horizontal
line and the bottom horizontal line, we can crop to
have two images of the upper table and the below
table, which are the inputs for the OCR model.

Non-table detecting

4 HEURISTICS FOR POST-PROCESSING

In order to increase the accuracy, we process
the output of the OCR model with the probability
method.

We start by creating a Bahnar vocabulary
dataset, which needs to be accurate, structured,
and syntactically correct. Periods, commas,
dashes, occipitals, colons, round brackets, and
quotes will be ignored and replaced with spaces
during preprocessing. Phrases will be broken up
into individual words, and if a word only has one
character, it will be deleted. However, one-letter
words containing accent = will be treated as two
characters, for example, ‘¢’ will be treated as a
word that contains two characters. For some more
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special cases, such as * &, ‘6°, ‘E” or ‘O, they
will be counted as three characters. Then, the
dataset will be updated with the newly created
valid terms.

The next step is to create a Bahnar dictionary
from the vocabulary dataset. This dictionary is
created by dividing each word in the dataset into
2, 3, and 4 character clusters. These clusters then
come together to produce a new word, which is
combined with the length of the word to enter into
a dictionary to determine how many times it has
been used.

Afterward, we use two loops to check. The first
loop is to determine the starting point and the
second is to determine the number of substring
characters from that point. We do some general
case corrections in the first loop, such as changing
“” to “I”, “O” and “§” (which do not exist in
Bahnar alphabet) to “C” and “¢”, respectively. For
each of those substrings, if they are not in the list
of occurrences or have fewer occurrences than the
threshold (default is 5), the error will be corrected.

Words that are included in the need to be
replaced will be replaced according to the phrases
with the highest probability (the highest
frequency) and with the priority level from 4
characters decreasing to 2 characters.

5 EXPERIMENTAL RESULTS

5.1 Dataset

In this section, we will describe our dataset for
Bahnar language, named Bahnar Dialect
Dictionary. The dictionary is published by Gia Lai
Department of Education and Training which is a
good resource to learn and research into Bahnar
language. This dataset contains 115 images and it
includes table and non-table structures that hold a
large number of words in both Bahnar language
and Vietnamese. Therefore, using only normal
OCR techniques is not enough to recognize
special characters appearing in Bahnar language
including “b”, “€”, “&”, “€”, “1”, “i”, “6”,0”, “5”,
“0”, “w”, “B”, “C”, “E”, “E”, “I”, “N”, “0”, “0”,
“0”, “U”, “U”. This has motivated us to use
heuristic to improve the results of OCR. Besides,
since there are several outliers and anomalies
existing in the images, it is also crucial to perform
data preprocessing on the dataset before working
on it.

5.2 Tesseract

To apply OCR on our dataset, we used
Tesseract - an optical character recognition engine
with open-source code, this is the most popular
and qualitative OCR-library up to now [16].

The main role of Tesseract in our pipeline is to
recognize characters in the table and non-table
structures of the images. However, it needs
traineddata files which support Legacy and LSTM
engines. Unfortunately, these traineddata files
currently limit themselves to only high-resource
languages such as French, English, Bulgarian,
Vietnamese, etc. Therefore, Tesseract is unable to
recognize special characters of minority
languages, which motivated us to use heuristics
for post-processing [17].

There are 14 Page Segmentation Modes
(PSMs) in Tesseract. We have experimented with
all of them to find out an appropriate PSM for our
dataset which can significantly improve the
accuracy of the OCR. PSM 6 turns out to be the
best mode for our case. PSM 6 performs well
when OCRing pages of simple books (e.g., a
paperback novel) that follows a simplistic page
structure and a single, consistent font throughout
their pages. This has led to the configuration of ‘-1
viet+en --oem 1 --psm 6’ in our implementation.
5.3 Experiment with language modelling

Additionally, we have conducted experiments
on using language modeling to post-process the
results of OCR. The model that we used was
specifically developed for Bahnar language [18]
which employs both Character Left to Right
(L2R) Model and Character Right to Left (R2L)
Model.

However, we found that this language model
produced subpar outcomes. Further investigation
led us to the conclusion that this model's poor
performance was mostly caused by the
low-resource data used for its training, which
inspired us to implement heuristics in our
pipeline.

Figure 4 displays two examples of input images
and Figure 5 illustrates the results after applying
the language model on their OCR outputs.
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CUToM,
(Chaci

Fig. 4. Input image of page 5 and 6
respectively.

utom bu péng nar bahnar che cai am va van tiéng bahnar tom chir céd 1
J8 n | cu tom chir céi | pore cach phai 4m | potih gya thi dy 2
| nar yuan ngha tiéng viet 2
1 Aa | phét am nhu am tv| Sa | &n 2
2] Aa | phat am nhu am tv | bram | dan 2
Bb1 am phttra nang nd hon b tv | bu | ai b

v hoix
&ch | phat am nhu &m ch tv | cét | moc M&i | Uu | phét &m nhu am tv | cc & anh dy

Dd | am phtt ra ndng né hon bé tv | dui | kéo 28| Ww | phat &m nhu &m vér tv | nu bi xién

B4 | phét &m nhu am do'tv | du | ldu 291 vy | phat am nhu m i hay | yuhe e kb

Eo | phat am nhu am tv | phe | gac
£¢ | phat am nhu am tv | bré | do 1] ovjom o0 it o o0 b e okde poepr v
Gg| phat am nhu amnga tv | g8 | cher ndr yuéin cach phat am mg ging higy

Rt s 1 1letalonaam o 2w g

11 phat am nhw am v [ nJ | gian 3131 ] phatamnnochaaongh poogi ati

by oi b gl am g on 1 vy 21H1a ot am ing e ohons ' s o X6
K| phét am nhu &m o8/ tv | krao | Siclel

L1 ghat am s am 6 0 lang | iin e

et e s den | g chen
Nn| phat am nhu am n tv | nam
oh | hit am s améan v o -

Fig. 5. OCR output of page S and 6 after
applying language modeling respectively.
5.4  Pipeline
We create a pipeline as shown in Figure 6 to
experiment with our dataset.

N
Raw Processed > Table Dectection Non-table Dectection
Image Image
Tesseract OCR
Extracted Text Post: by heuristics

Fig. 6. An overall architecture of our approach
that extracts text from digital images or scans
for Bahnar language.

Figure 6 demonstrates the pipeline we used for
extracting text from digital images or scans. First
of all, we convert pdf scans to images, then crop
them to have raw inputs. Then raw images will be
preprocessed to eliminate outlier pixels as well as
increase contrast between text and background
image. Next, we erode, dilate, then houghline

preprocessed images to find horizontal and
vertical lines, which are necessary for detecting
table cells and non-table parts, in more details are
the upper and below the table. After OCR, text
will be post-processing using heuristic, then all
extracted texts from cells and outside the table
will be formatted based on table structure to get
the final result.
5.5  Results

We have obtained some satisfactory results
from this approach which are shown in Figure 7.

5.5.1  Results before applying table detection

CU TOM, CU PANG NAR BAHNAR
(Chi cai, 4m v van tiéng Bahnar)

53 oe - [Ppanahin "TY
Phan nhién 0 TUY
U TOM ai fos |maannyin'rT,
(CHO CAD ) 22 [sp [Patamahrin t&r D) TY
(TT)| (G i) (Céch phét am)(Thi ) (Nohia tiéng Vidt Phat am nhus am Té" () TV Hi bdo cdo
3188 |AmpétasgaomnBOVy le 1y | hat am nhién S& (9 TU
6 |Da mghtanmgsobmo)TV [ai- le Pul b phur m X () TV [ty
» Phan nhraén SO () Ty
2 Phan nhién rap ()ha t6i T
Botho koka pore Su tom ma mil
St (phamayanarOTyy -me il {Hng dan céch phétam o con ch nguyen dm
N puinmranso@TY lam 18| Ou tom | Pore boh Kokas pore Pgtingva Nor Vud
P G ety Py (G it ) T ) (et o )
xox. Phatam nhu chi  trong
PhatamnhuchiratrongTV y& ké
Phatam nhur chira trong TV bokrsa: Aok thai
4€Phat am nhu chi etrong TV se DOB: nEtra
keh kong | hoan thénh

56 Phat am nhu chir e nhung mé FC
ngan hon va giat giong & ph han ngat |

cudi

6

Fig. 7. OCR result of page 5 and 6 before
applying table detection respectively.

We can observe that the OCR results on the
cropped input are poor when there is no table
detection. Particularly in the table part, the OCR
result is found to be lacking and inconsistent with
the input.

5.5.2  Result after applying table detection
(without heuristic)

CU TOM, OU PANG NAR BAHNAR
(Chir cai, am va van tiéng Bahnar)
u

191001 Pnitam o am 5TV | DT | om
20| 60 | Phat am nhu am °6" TV | boh | thy
21100 phat amon am " 1V kuid | ety
(CHU CAD 2Fp P v dm g ) TV LTUTHUMEE |k
J& n | Cu Tom (Chi ci) | Pore (Cach phai m) | Potih gya (Thi du) ;j I’g ) Pm":":‘::IfAm”Sy";‘{T‘VI " |sm foe
| (Noha iéng Viet) 251 11| Phatdmrho am 167 0TV
114a | Phat am nhu am ‘a7 TV | Sa | an 26| Uu | Phat &m nhur &m °u" TV | hoi x
2 Aa | Phét am nhu am “3" TV | bram | dan or U | Pt am s am TV 18 e, ey nh by
Bb | Am phat ra nang né hon “b&” (b) TV | bu | ai

28| Wiw | Phét &m nhur am v (v) TV | nu bi
Bb | Phat am nhu am “b&” Wlba‘lﬂgﬁﬂ ngot 29| Yy | Phat &m nhu &m *d6" (d) hay gTV|Vnchguek.

O (CH) | Phét am nhu am “ch™ TV | Botho kokas pore S tom ma min
Dd | Am phét ra nang né hon 'b&™ (b;wmmmo a
Dd| Phét am nhu am “do” (d) TV | dud | 14u T8 ()] Cu tom (Ghis ) | Pora bon Phién amn Kokas pore Pmth gua

Nér Yusn (Cach phat am) mg gi: ng Hiép)

11a|a| Phatam nhu chr a trong IV =: L

2|34 Phat am nhu o rong 1V >2

3|44 PhatamnhuchlratrongTV Pcegil rtiei
4|\.\ewpnanmnmcnuemmw»uzmké«xongm ac

Ee | Phat m nhu am "e” TV | phe
€6 | Pht am nhur am °6' TV | b | 45

| Phat am nhu am “gd” (g) TV | g6 | che
Hh | Phat am nhu am *hd” (h)TV\halhml
1| Phat &m nhu am T TV [ hJ | gi
198y o 6 ga am ang o 1ol 14

KK | Phét am nhu &m “c3” (¢) TV | krao | goi
Ul | Phatam ' IV(])TVlIQng\nhm
Mm | Phat am b am ma” (m) TV | mang | dém
Nn | Phat am nhu am “nd” (n)wm im0
(2 | PRt om iy am 2" TV | Ao | ching 0|
5

Fig. 8. OCR result of page S and 6 after
applying table detection.

From results in the post-processing step
(between Figure 7 and Figure 8), we are able to
observe that the table extraction is better with the
table structure being kept and text result
consistent with the input.

5.5.3  Results after heuristic
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19 |0 | Phét &m nhu &m “0" TV | Déu | com
20|06 | Phat am nhu am *6° TV | boh | thy
TV | kot | chor
¢ (p) TV Tom Hu6nE | Im
TV: | bdo cdo

CU TOM, IU PANG NAR BAHNAR
(Chi céi, am v van tiéng Bahnar)

cai) | Pore (Céch phai am) | Potih gya (Thi dy)
Vigt)
TV

a

h phe | gac

€8 Phat am nhu am *6" TV | bré | 0

Gg | Phat &m nhu am “gd” (g) TV | g0 | cher
nhu &m "ho” () TV

| hai | vui ongTV Pleiki ot

ingi
dring TV sem 112 ng két xong na 3C

nam | 6i
am nhu” TV | Adn | ching t6i |

Fig. 9. OCR result of page S and 6 after
heuristic.

We evaluate the results in the post-processing
step (between Figure 8 and Figure 9) by randomly
choosing 5 pages from our dataset to create a
sample for comparison. There are a total of 969
words from those pages. Prior to the heuristic,
there were 706 correct words, which is fewer than
the 768 correct words after applying the heuristic.

pofian pofian pofian
podor pod@r podor
Nor Nér Nor

Before After
heuristic heuristic
Validation 0.7286 0.7926
accuracy

Tab. 1. Validation accuracy before and after
applying heuristic.

By observing Table 1, we can see with clarity
that heuristic post-processing produced excellent
results, increasing the accuracy from roughly
72.86% to 79.26%.

Table 2 illustrates some of the common cases
that were corrected after applying heuristic for
post-processing.

Ground Before After
truth heuristic heuristic
kokac kokas kokac
sok sok sok
koco kosd koco
bofi boi bon
phok phok phok
toxi toxi toxi
hottit hotiit hottit

Tab. 2. Common cases before and after
applying heuristic.

6 CONCLUSION

In this work, we have come up with an
approach to Bahnar text processing and
recognition from photos or scans. Our research
opens up great potential in the application of
modern techniques to the processing of minority
languages belonging to ethnic minorities. In
particular, this research focuses on ethnic
minorities in Vietnam. The aim is to maintain and
protect their language, and at the same time open
up research approaches to their culture as well as
their national identity. However, in order to
accomplish this, a lot of work, time, and
dedication must be put in to increase accuracy
and, more crucially, to add support for additional
languages, such as Rade, Sedang, etc.

In the future, we will focus on improving our
solution by extending the Bahnar vocabulary
dictionary. Larger data sets will obviously lead to
better heuristic results. Besides, we are also
testing methods that use grammar rules instead of
using probability. Furthermore, we will research
and experiment modern language processing
models to be able to process Bahnar at the
syntactic level in the near future. Not only that,
with the current promising results, the application
of this solution to other languages of ethnic
minorities is completely feasible and simple to
implement. Therefore, we hope to be able to find
a complete and highly applicable direction in
practice in this field.
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